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CHAPTER 1 

AN INTRODUCTION TO STATISTICAL ANALYSIS 
WITH GRETL AND THE SIMPLE REGRESSION 

MODEL  
 
 
 

1.1. Introduction 
 
Dealing with Econometrics: Real World Cases with Cross-Sectional Data 
is intended as a basic manual for the Foundations of Econometrics module 
commonly taught in degree courses in Business Administration, Finance 
and Accounting, Economics, and in joint honours programmes in Business 
Administration and Law. Most of the data samples used in the book are 
available here: 
 
https://drive.google.com/drive/folders/1yOnbfrl9isWkqTKBL2HBmY0sh
hQadWd0 
 
The module typically includes laboratory sessions taught in computer 
rooms. In these sessions, students are introduced to the regression analysis 
of economic variables through exercises and problems to be solved using 
Microsoft Excel and the Gretl (Gnu Regression, Econometrics and Time-
series Library) statistical package. Developed by Allin Cottrell of the 
University of Wake Forest, Gretl can be used to perform statistical analyses 
and estimations of econometric models. Gretl not only has an intuitive 
graphical user interface that makes carrying out a wide range of quantitative 
analyses relatively simple, but also contains a number of sample data sets 
taken from various econometrics manuals (Wooldridge, 2020; Stock and 
Watson, 2012; Verbeek, 2008; Ramanathan, 2002; among others). 
 
Gretl is open-source software and can be downloaded from  
http://gretl.sourceforge.net/.  
 
The Gretl commands used most frequently in the laboratory sessions are 
summarised in the following table: 
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Table 1. Summary of Gretl commands 
 

Description Path 
Load sample data File / Open data / Sample file… 
Import external files from other 
formats, including CSV (.csv), 
ASCII (.txt), Excel (.xls, .xlsx) and 
Stata (.dta) 

File / Open data / User file… 

Inform the program what kind of 
data set we are going to be using: 
cross-sectional, time series or panel 
data 

Data / Dataset structure… 

Show descriptive statistics for a 
random variable (mean, median, 
minimum, maximum, standard 
deviation, coefficient of variation, 
coefficient of asymmetry, and 
coefficient of excess kurtosis) 

Right-click on the variable name 
/ Summary statistics... 

Show the frequency distribution of 
a variable 

Right-click on the variable name 
/ Frequency distribution... 

Show the matrix of correlations 
between two or more variables 

Selecting two or more variables 
(while pressing Ctrl) / Right-click 
on the variable name / 
Correlation matrix 

Show the scatter plot or X-Y plot View / Graph specified vars / X-Y 
scatter plot 

Estimate a model using ordinary 
least squares Model / Ordinary Least Squares 

 
For more information, a Gretl User’s Guide can be found in the toolbar Help 
menu. 
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1.2. What is econometrics? 

Econometrics is an area within economics that combines mathematics and 
statistics to study economic theories from an empirical perspective, with a 
view to verifying and quantifying them. According to Frisch (1933), 
econometrics should not be taken as synonymous with the application of 
mathematics and statistics to economics: “it is the unification of all three 
that is powerful. And it is this unification that constitutes econometrics” 
(Econometrica 1, pp. 1-2). 
 
Why a separate discipline? Econometrics is based on economic models, 
which are crucial for interpreting the statistical results obtained. Moreover, 
the particular nature of the data, obtained outside of controlled experiments 
(i.e. the researcher collects data by passively observing the real world), 
makes this discipline more than just the application of mathematics and 
statistical methods. 
 

ECONOMETRICS PROVIDES EMPIRICAL CONTENT FOR 
MUCH ECONOMIC THEORY 

 
  ECONOMIC THEORY    WHY?  
  ECONOMETRICS      HOW MUCH/MANY? 

 
What is econometrics for? Econometrics is widely used nowadays in 
economics and finance. The main applications of econometric tools include: 
 
- The application of statistical methods to test hypotheses in economics and 
finance, e.g. the theoretical nexus between inflation and trade openness.1 
- The use of quantitative data and econometric models to predict future 
economic trends, e.g. the expected growth of public debt in Spain over the 
next few years. 
- Econometrics can be used to evaluate the implementation of certain 
economic policies, e.g. the cost in jobs of an increase in the national 
minimum wage in the United Kingdom. 
- To estimate causal relationships, e.g. the causal link between risk and 
return in equity investments. 
 

 
1 Romer, D. (1993). Openness and Inflation: Theory and Evidence. The Quarterly 
Journal of Economics, 108(4), 869-903. 
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How do econometricians proceed in their analysis of an economic problem? 
The main steps in econometric analysis are as follows: 

1. Statement of the research question or hypotheses 

E.g. What are the main factors behind changes in labour productivity? 

2. Specification of the economic model 

Human capital theory states that workers can increase their productive 
capacity and thus their earnings through greater education and skills 
training:2 𝑤𝑎𝑔𝑒𝑠 ൌ 𝑓ሺ𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛, 𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒, 𝑠𝑘𝑖𝑙𝑙𝑠ሻ. 
3. Specification of the econometric model 
 
The econometric model allows us to move from theoretical reflection 
(economic model) to its empirical counterpart. To do this we must specify 
the mathematical form of the function, 𝑓 ሺ. ሻ. How are the explained variable 
and the explanatory variables related? 𝑤𝑎𝑔𝑒 ൌ 𝛽଴ ൅ 𝛽ଵ𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 ൅ 𝛽ଶ𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒 ൅ 𝛽ଷ𝑠𝑘𝑖𝑙𝑙𝑠 ൅ 𝑢 

 

 

 

4. Obtaining the data 

The data used in econometrics are not experimental data. They are collected 
by passively observing the real world. 

5. Estimation, validation, hypothesis testing and prediction. 

Once we have the data, our next task is to estimate the parameters of the 
econometric model. Then we validate our estimation by evaluating the 
results both from an economic point of view (Are the estimates, the signs 
and the magnitudes reasonable from the point of view of economic theory?) 

 
2 Becker, G. S. (2009). Human Capital: A Theoretical and Empirical Analysis, with 
Special Reference to Education. University of Chicago Press. 

Parameters 
of the model 

Error term 

This captures the effect on wage of variables other than those included in the 
model (education, experience and skills). THE ERROR TERM IS CRUCIAL 
IN ECONOMETRIC ANALYSIS 
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and from a statistical point of view (statistical tests on the significance of 
the parameters and the goodness-of-fit). 

 

1. RESEARCH QUESTION 

 

2. SPECIFICATION OF THE ECONOMIC MODEL 

 

3. SPECIFICATION OF THE ECONOMETRIC MODEL 

 

4. DATA  

 

5. ESTIMATION, VALIDATION, HYPOTHESIS TESTING 
 AND PREDICTIONS 
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1.3. Describing the data sample 

The examples and exercises in this book will be based on the analysis of 
cross-sectional data sets of samples of information on individuals, countries, 
firms and other entities collected at a given point in time. One of the basic 
assumptions is that the data have been collected by extracting a random 
sample from the underlying (unobserved) population. 
 
In what follows we shall learn how to conduct a basic descriptive analysis 
of a data sample, using the file “Data_Valencia_pisos.gdt”, which contains 
information about a random sample of 387 apartments for sale in Valencia, 
taken from the Nestoria property search website (www.nestoria.es) on 15 
April 2018. Specifically, we have cross-sectional data on the apartment 
selling price in thousands of euros (precio), the size of the apartment in 
square metres (m2) and the number of bedrooms (dormitorios). 

1.3.1. Univariate descriptive analysis 

The first stage in the data exploration commonly consists of a univariate 
descriptive analysis of the main variables of interest. For this purpose, we 
first obtain the frequency distribution of one of our variables (e.g. precio). 
The frequency distribution allows us to group the variable of interest in 
exclusive frequency bands of equal thickness and determine the number of 
observations in each band. 
 

Figure 1. Frequency distribution of the variable precio 
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Number of bands = 19, mean = 195,642, std. dev. = 234,993 
Band                      Midpoint    Freq.    Rel.       Accum. 
< 136.78                68.392         223      57.62%      57.62% 
136.78 - 273.57     205.18          96       24.81%      82.43% 
273.57 - 410.35     341.96          25       6.46%        88.89% 
410.35 - 547.13     478.74          15       3.88%        92.76% 
547.13 - 683.92     615.53          10       2.58%        95.35% 
683.92 - 820.70     752.31           6        1.55%        96.90% 
820.70 - 957.48     889.09           8        2.07%        98.97% 
957.48 - 1094.3     1025.9           0        0.00%        98.97% 
1094.3 - 1231.1     1162.7           2        0.52%        99.48% 
1231.1 - 1367.8     1299.4           0        0.00%        99.48% 
1367.8 - 1504.6     1436.2           0        0.00%        99.48% 
1504.6 - 1641.4     1573.0           1        0.26%        99.74% 
1641.4 - 1778.2     1709.8           0        0.00%        99.74% 
1778.2 - 1915.0     1846.6           0        0.00%        99.74% 
1915.0 - 2051.8     1983.4           0        0.00%        99.74% 
2051.8 - 2188.5     2120.1           0        0.00%        99.74% 
2188.5 - 2325.3     2256.9           0        0.00%        99.74% 
2325.3 - 2462.1     2393.7           0        0.00%        99.74% 

>= 2462.1              2530.5           1        0.26%       100.0 
Note: Prepared by the authors based on Gretl output: Right-click on 

the variable precio / Frequency distribution. Data source: 
Data_Valencia_pisos.gdt 

 
Figure 1 shows the frequency distribution of the variable precio. As can be 
seen, the data have been grouped by default into 19 bands, 19 being the 
number closest to √𝑛, where 𝑛 is the number of apartments (387). In Gretl, 
the midpoints of the first and last bands usually correspond to the minimum 
and maximum values of the sample. As shown in the resulting frequency 
distribution table: 

 
 Almost 60% of the apartments in the sample have a selling price lower 

than 136,780 euros. 
 Almost 25% of the apartments in the sample have a selling price higher 

than or equal to 136,780 euros, but strictly lower than 273,570 euros. 
 Only one apartment has a price higher than or equal to 2,462,100 euros. 
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The properties of the frequency distribution of a single variable can be 
formally described with measures of location, dispersion, and shape. 
 
First, measures of location supply information about the central tendency of 
the data. They usually include the mean and the median. While the mean is 
appropriate for symmetric distributions without extreme values (outliers), 
the median is more useful for skewed data with outliers. 

 
 The (arithmetic) mean, also known as the average, is the sum of 

the observations divided by the number of observations: 
 𝑥̅ = 1𝑛෍𝑥௜௡

௜ୀଵ = 𝑥ଵ + 𝑥ଶ + ⋯+ 𝑥௡𝑛  

 
 The median is the middle value of the data set (from smallest to 

largest value): 
 𝑀𝑒ሺ𝑥௜ሻ = 𝑥(௡ାଵ)/ଶ                               if n is odd, 𝑀𝑒(𝑥௜) = ൫𝑥(௡/ଶ) + 𝑥(௡/ଶ)ାଵ൯/2           if n is even. 

 
Second, measures of dispersion inform us about the degree of homogeneity 
or heterogeneity of the data distribution. 
 

 The range is the difference between the extreme observations of 
the sample: 
 𝑅𝑎𝑛𝑔𝑒(𝑥௜) = 𝑀𝑎𝑥𝑖𝑚𝑢𝑚(𝑥௜) −𝑀𝑖𝑛𝑖𝑚𝑢𝑚(𝑥௜) 

 
 The standard deviation quantifies how much the individuals of a 

sample differ from the sampled mean value: 
 𝑠𝑑෢(𝑥௜) = 𝑠௫ = ඨ∑ (𝑥௜ − 𝑥̅)ଶ௡௜ୀଵ𝑛 − 1  

 
The more concentrated the data points are around 𝑥̅, the closer 𝑅𝑎𝑛𝑔𝑒(𝑥௜) and 𝑠௫ will be to zero. In these cases, measures of 
position will be more representative of the set of observations. 
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However, the range and the standard deviation depend on the units 
of measurement of the variable being analysed, making it difficult 
to compare the representativeness of measures of position in two 
data sets expressed in different units. As a solution, one could 
calculate the coefficient of variation (CV), which is a standardized 
measure of the dispersion of a frequency distribution. It is 
expressed as the ratio of the standard deviation to the (absolute 
value) mean: 

 𝐶𝑉௫ = ௦ೣ|௫̅|  if 𝑥̅ ≠ 0 
 
Third, measures of shape describe the distribution of the data set in terms of 
skewness and kurtosis. 
 

 The coefficient of asymmetry (CA) summarises the degree of 
asymmetry (or skewness) of the distribution: 
 𝐶𝐴 = 1𝑛∑ (𝑥௜ − 𝑥̅)ଷ௡௜ୀଵቆට∑ (𝑥௜ − 𝑥̅)ଶ௡௜ୀଵ 𝑛 ቇଷ 

 

If CA = 0 → 𝑥̅ = 𝑀𝑒(𝑥) 

Data distributed 
symmetrically 
around the sample 
mean (𝑥̅). 

 

 

If CA > 0 → 𝑥̅ ൐ 𝑀𝑒(𝑥) 

 

The right tail of the 
distribution is longer. 

 

 
 

If CA < 0 → 𝑥̅ ൏ 𝑀𝑒(𝑥) The left tail of the 
distribution is longer. 

 
 

 The kurtosis excess (KE) measures how deeply the tails of a 
distribution differ from the tails of a Gaussian (normal) 
distribution. Kurtosis excess can also be understood as a measure 
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of the width of a distribution, compared to a Gaussian distribution 
with the same mean and variance: 

 𝐾𝐸 = 1𝑛∑ (𝑥௜ − 𝑥̅)ସ௡௜ୀଵቆට∑ (𝑥௜ − 𝑥̅)ଶ௡௜ୀଵ 𝑛 ቇସ − 3 

 

If KE = 0 Mesokurtic (or normal) 
distribution 

 

If KE > 0 
Leptokurtic distribution, with 
heavier tails than a Gaussian 
distribution 

 

If KE < 0 
Platykurtic distribution, with 
shorter tails than a Gaussian 
distribution.3 

 
 

Table 1 presents a summary of the univariate descriptive statistics for the 
apartments’ price and size. As can be seen, the sampled apartments in 
Valencia have an average selling price of 195,642 euros, with a standard 
deviation of 234,993 euros. In relative terms, this standard deviation is 
120% of the average, indicating a relatively high dispersion of prices. In this 
case, therefore, the mean price and the median would be poor measures of 
the central tendency of the entire sample of prices, presumably due to the 
presence of extreme prices.4 The difference between the most expensive 
apartment and the cheapest one, i.e. the range, is 2,462,100 euros. 
Additionally, the distribution of prices has a positive asymmetry (where the 
mean is greater than the median), indicating that the more (less) frequent 
prices are below (above) the average. Finally, the distribution of prices is 

 
3 The examples of distributions have been obtained from simulated random 
observations using the R package "PearsonDS". 
4 This contrasts with the size variable (m2), whose standard deviation is 67.6% of its 
average, indicating that the size of the apartments in the sample is relatively 
homogeneous. 
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leptokurtic, with heavier tails than a Gaussian distribution. This last 
characteristic is consistent with the presence of extreme prices, lying far 
away from the sample average. 
 

Table 2. Univariate descriptive statistics 
 

 Price  
(precio) 

Size  
(m2) 

Mean €195,642 118.59 𝑚ଶ 
Median €123,000 100 𝑚ଶ 
Range €2,462,100 881 𝑚ଶ 
Standard deviation €234,993 80.119  𝑚ଶ 
CV 1.201 > 1 0.676 < 1 
CA 4.207>0 6.116>0 
KE 27.583>3 53.296>3 

Note: Authors’ elaboration based on Gretl output: Right-click on the 
variable precio / Summary statistics.  
Data source: Data_Valencia_pisos.gdt. 

1.3.2. Multivariate descriptive analysis 

So far, we have been considering univariate analysis. From now on we will 
explore the potential relationship between two or more variables. 
 
To visually explore the relationship between two continuous variables, we 
can use a scatter plot (also known as an X-Y graph). A scatter plot uses 
Cartesian coordinates to display each pair of observations for two variables 𝑥௜ and 𝑦௜ for a set of data 𝑖 = 1, 2, … ,𝑛. If the variables are correlated, the 
resulting cloud of points will form a line or curve. The stronger the 
correlation, the tighter the points will hug the line. 
 
Figure 2 shows the scatter plot of apartment size (m2) and price (precio). 
As reasonably expected, the larger (smaller) apartments are mostly the more 
expensive (cheaper) ones. The cloud of points has a positive slope and a 
shape that closely approximates a straight line, indicating a strong positive 
linear relationship between the two variables. 
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Figure 2. Scatter plot of price (Y-axis) against size (X-axis) for all sampled 
apartments 

 

 
Note: Authors’ elaboration based on Gretl output: View / Multiple graphs / X-Y 
scatter plot.  
Data source: Valencia_pisos.gdt 
 
The correlation (or linear relationship) between a pair of quantitative 
variables 𝑥௜ and 𝑦௜ in sample data 𝑖 = 1, 2, … ,𝑛 can be formally measured 
using Pearson coefficient of correlation: 

𝑟௫௬ = ∑ (𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത)௡௜ୀଵ 𝑛 − 1ට∑ (𝑥௜ − 𝑥̅)ଶ௡௜ୀଵ𝑛 − 1  ·  ට∑ (𝑦௜ − 𝑦ത)ଶ௡௜ୀଵ𝑛 − 1    𝑤ℎ𝑒𝑟𝑒   − 1 ≤ 𝑟௫௬ ≤ 1  
 If 𝑟௫௬ = 1 → Perfect positive linear relationship between 𝑥௜ and 𝑦௜. 
 If 𝑟௫௬ = 0 → No linear relationship between 𝑥௜ and 𝑦௜. 
 If 𝑟௫௬ = −1 → Perfect inverse linear relationship between 𝑥௜ and 𝑦௜. 
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Table 3 shows a matrix of simple correlations for each pair of variables. We 
see a relatively strong positive linear association between apartment size 
and price (𝑟௠ଶ,௣௥௘௖௜௢ = 0.5534 > 0.5), i.e. as apartment size increases, 
apartment price also increases in a constant proportion. 
 

Table 3. Matrix of correlations 
 

m2 dormitorios precio  
1.0000 0.6608 0.5534 m2 

 1.0000 0.4476 dormitorios 
  1.0000 precio 

Note: Authors’ elaboration based on Gretl output: Select variables of interest / Right-
click / Correlation matrix. Data source: Valencia_pisos.gdt. 

1.4. The simple regression model 

The relationship 𝑦 = 𝑓(𝑥) can be studied through a simple linear 
econometric model: 
 
(regressand or dependent variable)     (regressor or independent variable) 

 y = 𝛽଴ + 𝛽ଵ𝑥 + 𝑢 
 

(random error or disturbance: any non-observable factors 
other than 𝑥 that affect 𝑦) 

 
On the one hand, the constant parameter 𝛽଴ indicates the value taken by 𝑦 
when 𝑥 = 0. On the other, the slope parameter 𝛽ଵ provides information about 
how much 𝑦 changes given one unit change in 𝑥, when other factors that 
may influence 𝑦 are relegated to the disturbance term.5 For this latter to be 
the case, it must be possible to assume that the average value of 𝑢 is 
independent of the value of 𝑥 for all 𝑖 (zero conditional mean assumption): 
 𝛽ଵ = ୼௬୼௫ቚ୼௨ୀ଴ ← ୍୤ ா(௨|௫)ୀா(௨)ୀ଴     
 

 
5 The model is linear in the 𝛽 parameters. That is to say, 𝛽ଵ shows the change in y 
associated with a one-unit change in x, regardless of the level of x. 
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Consequently, the population regression function (PRF) provides a linear 
relationship between the mean of 𝑦, 𝐸(𝑦) and the different values of 𝑥 
presented by the individuals in a population: 𝐸(𝑦|𝑥) = 𝛽଴ + 𝛽ଵ𝑥.  
 

Figure 3. Regression function 
 
 

 
 
 

 
 
 

 
The aim of the regression analysis is to assess the relationship between 𝑦 
and 𝑥 by estimating the (fixed but unknown) population parameters 𝛽଴ and 𝛽ଵ from a set of observations in a sample. With this purpose in mind, the 
following steps are taken: 
 
1. We draw a random sample of the population, ሼ(𝑦௜ , 𝑥௜): 𝑖 = 1,2, … ,𝑛ሽ 
 
2. We specify a model that is linear in the 𝛽 parameters for each observation 𝑖 in the sample: 𝑦୧ = 𝛽଴ + 𝛽ଵ𝑥௜ + 𝑢௜ 
 
3. We estimate the sample regression function (SRF) for the model: 𝑦ො୧ =𝛽መ଴ + 𝛽መଵ𝑥௜ 
 
4. As estimation method, we use the Method of Moments (MM) or 
Ordinary Least Squares (OLS). In our study framework, both methods yield 
the same result.6 
 

 
6 There are other estimation methods, such as maximum likelihood estimation 
(MLE), which consists in selecting the values of the parameters that maximise the 
probability of obtaining the sample observations. In linear models, MLE, which has 
the desirable asymptotic properties under more general conditions, also coincides 
with OLS estimation for large samples. 

𝑦 

𝑥 

𝑓(𝑦) 

𝑥௜ୀଵ 𝑥௜ୀଶ 𝑥௜ୀଷ …  
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Method of Moments (MM) involves finding estimates of the population 
parameters 𝛽଴ and 𝛽ଵ that meet the following two restrictions:7  
 

Population moment conditions: 
 

(1) 𝐸(𝑢) = 𝐸(𝑦 − 𝛽଴ − 𝛽ଵ𝑥) = 0 
 

(2) 𝐶𝑜𝑣(𝑥,𝑢) = 𝐸(𝑥𝑢) = 𝐸൫𝑥(𝑦 − 𝛽଴ − 𝛽ଵ𝑥)൯ = 0 
 
Sample versions of the moment conditions: 

 
(1)  ଵ௡ ∑ ൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯௡௜ୀଵ = 0 

 
(2) ଵ௡ ∑ 𝑥௜൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯௡௜ୀଵ = 0 

 
Solving the last system of equations, we obtain 𝛽መ଴ and  𝛽መଵ, which define the 
SRF:  𝑦ො௜ = 𝛽መ଴ + 𝛽መଵ𝑥௜ 
 

(1) ଵ௡ ∑ ൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯௡௜ୀଵ = 0    →     𝛽መ଴ = 𝑦ത − 𝛽መଵ𝑥̅ 
 

(2) ଵ௡ ∑ 𝑥௜൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯𝑛௡௜ୀଵ = 0 · 𝑛; 
  

    ∑ 𝑥௜൫𝑦௜ − ൫𝑦ത − 𝛽መଵ𝑥̅൯ − 𝛽መଵ𝑥௜൯௡௜ୀଵ ; 
 ∑ 𝑥௜(𝑦௜ − 𝑦ത) = 𝛽መଵ ∑ 𝑥௜(𝑥௜ − 𝑥̅)௡௜ୀଵ௡௜ୀଵ   

 𝛽መଵ = ∑ 𝑥௜(𝑦௜ − 𝑦ത)௡௜ୀଵ∑ 𝑥௜(𝑥௜ − 𝑥̅)௡௜ୀଵ = ∑ (𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത)௡௜ୀଵ∑ (𝑥௜ − 𝑥̅)ଶ௡௜ୀଵ = 𝑠௫௬𝑠௫ଶ = 𝐶𝑜𝑣෢ (𝑥௜ ,𝑦௜)𝑉𝑎𝑟෢ (𝑥௜)  

 
 

where 
 
 𝑠௫௬ is the sample covariance between x and y, defined as 𝑠௫௬ =𝐶𝑜𝑣෢ (𝑥௜ ,𝑦௜) = ∑ (௫೔ି௫̅)(௬೔ି௬ത)೙೔సభ ௡ିଵ  
 

 
7 𝐶𝑜𝑣(𝑥,𝑢) = 𝐸ሾ(𝑥 − 𝐸[𝑥])(𝑢 − 𝐸[𝑢])] = 𝐸(𝑥𝑢) − 𝐸(𝑥)𝐸(𝑢) − 𝐸(𝑥)𝐸(𝑢) +𝐸(𝑥)𝐸(𝑢) = 𝐸(𝑥𝑢) 
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 𝑠௫ଶ is the sample variance of x. That is, 𝑠௫ଶ = 𝑉𝑎𝑟෢ (𝑥௜) = ∑ (௫೔ି௫̅)మ  ೙೔సభ௡ିଵ  
 
The resulting SRF, 𝑦ො௜ = 𝛽መ଴ + 𝛽መଵ𝑥௜, provides the estimated value of the 
dependent variable 𝑦 for each observable value of 𝑥. The residual for each 
observation 𝑖 = 1, 2, … ,𝑛 is the difference between the actual value 𝑦௜ and 
its own estimated value 𝑦ො௜ based on 𝑥 = 𝑥௜. Therefore, each observation 𝑖 
of variable 𝑦௜ may be expressed as the sum of its predicted value according 
to the SRF (𝑦ො௜) and its residual (𝑢ො௜):    𝑦௜ = 𝑦ො௜ + 𝑢ො௜. Figure 4 summarises 
the graphical representation of the SRF with respect to the observed sample 
data on variables 𝑦௜ and 𝑥௜. 
 

Figure 4. Observed values (𝑦௜) versus estimated values (𝑦ො௜) 
  

 
  
 
 
 
 
 
 
 
 
Note: The representation of observed values in an X-Y scatter plot is usually called 
a point cloud. 
 
We arrive at the same result using the OLS method, which consists in 
obtaining estimates 𝛽መ଴ and  𝛽መଵ by minimising the sum of squared residuals: 
 minఉ෡బ,ఉ෡భ෍(𝑢ො௜)ଶ௡

௜ୀଵ = minఉ෡బ,ఉ෡భ෍൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯ଶ௡
௜ୀଵ  

where the first-order conditions are, respectively, the sample analogue of 
population moments (1) and (2): 
 

 

𝛽መ଴ = 𝑦ത − 𝛽መଵ𝑥̅ 𝛽መଵ = ∑ (𝑥௜ − 𝑥̅)௡௜ୀଵ (𝑦௜ − 𝑦ത)∑ (𝑥௜ − 𝑥̅)ଶ௡௜ୀଵ  

𝑦 

𝑥 

𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙 = 𝑢ොଵ = (𝑦ଵ − 𝑦ොଵ) = (𝑦ଵ − 𝛽መ଴ − 𝛽መଵ𝑥ଵ) 𝑦௜ୀଵ 𝑥ଵୀଵ 

𝑦ො௜ୀଵ 

𝑆𝑅𝐹 
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డ∑ ൫௬೔ିఉ෡బିఉ෡భ௫೔൯మ೙೔సభ డఉ෡బ = 0 →        −2∑ ൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯௡௜ୀଵ = 0  డ∑ ൫௬೔ିఉ෡బିఉ෡భ௫೔൯మ೙೔సభ డఉ෡భ = 0 →        −2∑ 𝑥௜൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯௡௜ୀଵ = 0  
 
Given the procedure described above, the OLS estimates and their related 
statistics present the following numerical properties: 
 

1. (1)  ଵ௡ ∑ ൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯௡௜ୀଵ = 0 →        ∑ 𝑢ො௜௡௜ୀଵ = 0 
2. (2)  ଵ௡ 𝑥௜ ∑ ൫𝑦௜ − 𝛽መ଴ − 𝛽መଵ𝑥௜൯ = 0 →     ௡௜ୀଵ ∑ 𝑥௜𝑢ො௜௡௜ୀଵ = 0 
3. 𝑦ොത = 𝑦ത   because   𝑦ത = 𝑦ොത + 𝑢ොത, where 𝑢ොത = 0 from (1) and 𝑦ොത = 𝛽መ଴ + 𝛽መଵ𝑥̅ 
4. The SRF is at point (𝑥̅,𝑦ത) 
5. From (1) and (2), ∑ 𝑦ො௜𝑢ො௜௡௜ୀଵ = 0. 

 
Goodness-of-fit: Once we have estimated the SRF from a cross-sectional 
data set, it is useful to measure how well the regressor explains the sample 
variation in the dependent variable. To do that, we can use the coefficient 
of determination (𝑅ଶ), which also tells us how well our SRF fits the 
observed point cloud of the sample. In other words, R2 measures the quality 
of the linear approximation. 
 𝑅ଶ = ாௌௌ்ௌௌ = 1 − ௌௌோ்ௌௌ  ;    0 ≤  𝑅ଶ ≤ 1   (the higher the 𝑅ଶ, the better the 
goodness-of-fit) 
where  TSS is the total sum of squares, ∑ (y୧ − 𝑦ത)௡௜ୀଵ ଶ, 
 ESS is the explained sum of squares, ∑ ൫yො୧ − 𝑦ොത൯௡௜ୀଵ ଶ, 
 SSR is the sum of squared residuals, ∑ 𝑢ො௜௡௜ୀଵ ଶ, 

TSS = ESS + SSR. 
 
In Figure 5 we present two SRFs, based on different simulated data sets of 
60 individuals, of monthly salary (y) on years of education (x). In the first 
case (a), the data points lie close to the SRF and R2 = 0.967 (>0.50), which 
suggests that the OLS SRF provides a good fit to the data. In particular, we 
can conclude that 96.7% of the sample variation in salary is explained by 
education. In contrast, in the second case (b) the data points are relatively 
far away from the SRF and R2 = 0.162 (<0.50), suggesting that the OLS 
SRF provides a poor fit to the data. In this second case, 16.2% of the sample 
variation in salary is explained by education. 
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Figure 5. Goodness-of fit in a simple regression analysis based on two different 
samples 

(a) Good fit 

 
 

(b) Poor fit 

 
 
Note: Authors’ elaboration based on Excel output: Insert / Scatter (X, Y) Chart 
 
If R2 is low, then the SRF will have a poor capacity to predict suitable 
estimated values of the dependent variable, 𝑦ො௜, using observed values of 𝑥 =𝑥௜. Nevertheless, if the zero conditional mean assumption is fulfilled, the 
OLS SRF will still be able to properly estimate the ceteris paribus linkage 
between dependent and explanatory variable, regardless of the size of R2. 
 
Finally, let us now illustrate one special case for regression analysis, which 
is based on a regression line that passes through the origin (𝑦, 𝑥) = (0, 0). 
This specification, commonly known as regression through the origin, is 
only appropriate if 𝐸(𝑦|𝑥 = 0) = 0. Otherwise, the estimated coefficient 𝛽ଵ 

R² = 0.967
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